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1SHARP CONSTANTS IN THE POISSON APPROXIMATIONBero RoosSchwerpunkt Math. Statistik und Stoch. Prozesse, Fachbereich Mathematik,Universit�at Hamburg, Bundesstra�e 55, D{20146 Hamburg, Germany.E{mail: roos@math.uni-hamburg.deAbstract. We present some new sharp bounds for several distances between the Poissonbinomial distribution and the Poisson law with the same mean. It is shown that theconstants involved cannot be reduced.AMS 1991 subject classi�cations. Primary 60F05; secondary 60G50.Key words and phrases. Poisson approximation, Poisson binomial distribution, prob-ability metrics, sharp constants.1 Introduction and main results1.1 Motivation. This paper is devoted to the Poisson approximation of the Poisson bino-mial distribution with respect to several probability metrics, for which we give new sharpbounds. It will be shown that the constants involved cannot be reduced. Other publica-tions concerning inequalities with small constants came, for example, from Le Cam (1960),Shorgin (1977), Ser
ing (1978), Barbour and Hall (1984), Gerber (1984), Deheuvels andPfeifer (1986a, b, 1988), Deheuvels et al. (1988), Daley and Vere{Jones (1988, pp. 297{299),Rachev and R�uschendorf (1990), Witte (1990), Weba (1994), Xia (1997), and Roos (1995,1999a, b). To some extent, the method of the present paper is a continuation of argu-ments in Roos (1999b), where we used Charlier's (1905) expansion [see also Schmidt (1933),Shorgin (1977), Deheuvels and Pfeifer (1988)].1.2 Probability metrics. We proceed with the de�nition of the probability metrics, whichare considered in this paper. The following notation is needed. Let � be the set of all Poissonbinomial distributions Q with mean �(Q) > 0. Hence Q 2 � means that n 2 N = f1; 2; : : :gand p1; : : : ; pn 2 [0; 1] exist such that �(Q) =Pnj=1 pj > 0 and Q = �nj=1 B(1; pj) is the convo-lution of the Bernoulli distributions B(1; p1); : : : ;B(1; pn) with success probabilities p1; : : : ; pn;note that, letting �2(Q) = Pnj=1 p2j , the variance of Q is given by �2(Q) = �(Q) � �2(Q).Since �2(Q) is a function of Q, this also applies to �2(Q). Another reason for this is theeasy observation that every Q 2 � determines uniquely n 2 N and 0 < p1 � : : : � pn � 1such that Q = �nj=1 B(1; pj). Let Z+ = f0; 1; 2; : : :g and RZ+ = ff j f : Z+ �! Rg. Forall f 2 RZ+ , set f(m) = 0 if m < 0 and let kfkq, (q 2 f1; 1g) be the q{norm of f ,i.e. kfk1 = P1m=0 jf(m)j and kfk1 = supm2Z+ jf(m)j. We de�ne the di�erence operator� : RZ+ �! RZ+ by (�f)(m) = f(m�1)�f(m) for f 2 RZ+ and m 2 Z+. For the inverse��1 : RZ+ �! RZ+ , we have (��1f)(m) = �Pmk=0 f(k). For k 2 N, let �k = � � : : : ��(resp. ��k = (��1) � : : : � (��1)) be the k-th iterated composition of � (resp. ��1) anddenote by �0 the identity mapping of RZ+ onto itself. In this paper, we consider the distanced(i)q (Q) = 


�i(fQ � �(�; �(Q)))


q; (q 2 f1;1g; i 2 f�2;�1; 0g)between Q 2 � and the Poisson law P(�(Q)) with mean �(Q), where fQ 2 RZ+ and



Sharp Constants in the Poisson Approximation 2�(�; �(Q)) 2 RZ+ denote the counting densities of Q and P(�(Q)), i.e. fQ(m) = Q(fmg)and �(m;�(Q)) = e��(Q)(�(Q))m=m! for m 2 Z+. In the case that no confusion occurs,we suppress the indicated argument Q, that is, we write � for �(Q), �2 for �2(Q), d(i)q ford(i)q (Q), and so on. Now we are led to the total variation distance d(0)1 =2, the Kolmogorovmetric d(�1)1 , the Fortet{Mourier metric d(�1)1 , the point metric d(0)1 , and the stop{loss metricsd(�2)1 and d(�2)1 . Several bounds for d(i)q can be found in the publications cited above. For atreatment of the general theory of probability metrics, see, for example, Rachev (1991). Inthe following proposition, we present some basic relations for the distances d(i)q .Proposition 1 For each Q 2 �, we havemaxfd(0)1 ; d(�1)1 g � 12d(0)1 � 2d(�1)1 � d(�1)1 = 2d(�2)1 � 2d(�2)1 = �2: (1)Note that the inequality maxfd(0)1 ; d(�1)1 g � d(0)1 =2 is well-known and easy to prove. Further,2d(�2)1 � 2d(�2)1 is clear. In Section 2, one can �nd the proofs of the remaining equalitiesand inequalities. Observe that the non-trivial inequality d(0)1 =2 � 2d(�1)1 was shown in Daleyand Vere{Jones (1988, p. 298) by the help of Newton's inequality (see Hardy, Littlewood,and P�olya (1952, pp. 104{105)). The idea behind the proof of this inequality can be usedto show the surprising and non-trivial equalities d(�1)1 = 2d(�2)1 and 2d(�2)1 = �2. It shouldbe mentioned that the proof of Proposition 1 does not use a subadditivity property of d(i)q(see also the remark after Proposition 2). Because of Proposition 1, it su�ces to consider thedistances d(i)q only for q 2 f1;1g and i 2 f�1; 0g.1.3 Further notation and facts. For Q = �nj=1 B(1; pj) 2 �, q 2 f1;1g, and i 2 f�1; 0g,let �k(Q) = nXj=1 pkj ; (k 2 N); �(Q) = �2(Q)�(Q) ; �(i)q (Q) = �(Q)�(Q)(i+1)=2�1=(2q) : (2)Here and throughout the paper, we let 1=1 = 0. It follows from the above that, if q,i, and k are �xed, �k(Q), �(Q), and �(i)q (Q) are functions of Q. Note that �1 = � and0 < � = 1 � �2=� � 1. For r 2 [0; 1], let �(r) = fQ 2 � j �(Q) < rg. Further, fork 2 Z+, set 'k(x) = (2�)�1=2(dk=dxk)e�x2=2, (x 2 R) and let j'kjq be the q{norm of 'k,i.e. j'kj1 = RR j'k(x)j dx and j'kj1 = supx2R j'k(x)j. From (32) in Roos (1999b), we seethat, for any speci�ed r 2 (0; 1), q 2 f1;1g, and i 2 f�1; 0g, there exists an absoluteconstant C = Cr;q;i > 0 such that, for all Q 2 �(r),���� d(i)qu(i)q �(i)q � 1���� � C min�1; 1p� + ��; where u(i)q = j'i+2jq2 : (3)Moreover, for either q =1, i = �1 or q = 1, i = 0, there exists an absolute constant C > 0such that (3) holds for all Q 2 �. One should be aware that (3) holds even if we allowq 2 [1;1] and i 2 f�2;�1; 0; : : :g, whereby we have to extend the de�nition of d(i)q , �(i)q , andu(i)q in an appropriate way. As follows from (3), for each choice of q 2 f1;1g and i 2 f�1; 0g,we have d(i)q � u(i)q �(i)q as � ! 0 and � ! 1. Here and elsewhere, we set �n � �n when�n=�n ! 1. Note that the latter asymptotic relation was already obtained by Deheuvels andPfeifer (1986a, b, 1988) and Roos (1995), but, in these papers, we can only �nd the following



Sharp Constants in the Poisson Approximation 3calculated values of u(i)q :u(0)1 = 12p2� ; u(�1)1 = 12p2�e ; u(0)1 = 2p2�e; u(�1)1 = 1p2� : (4)1.4 Main results. In view of (3), set, for q 2 f1;1g and i 2 f�1; 0g,U (i)q (r) = supQ2�(r) d(i)q (Q)�(i)q (Q) ; (r 2 (0; 1)); U (i)q (0) = limr#0 U (i)q (r):Obviously, U (i)q (r) is �nite and nondecreasing as a function of r 2 (0;1), so that U (i)q (0) iswell-de�ned. It is noteworthy that (3) implies thatu(i)q = limr#0;M"1 � supQ2�(r); �(Q)�M d(i)q (Q)�(i)q (Q)� � U (i)q (0): (5)The main purpose of the present paper is to evaluate U (i)q (0). This will be achieved inTheorem 1 below. Introduce the constants~U (0)1 = 12� 32e�3=2; ~U (�1)1 = 12e ; ~U (0)1 = 32e ; ~U (�1)1 = 1p2e : (6)Theorem 1 For each choice q 2 f1;1g and i 2 f�1; 0g, we have U (i)q (0) = ~U (i)q .A comparison between ~U (i)q and u(i)q (see (4) and (6)) shows that the di�erence U (i)q (0)� u(i)qis positive and, in general, relatively small. Indeed, we have~U (0)1 � u(0)1 = 0:0054 : : : ; ~U (�1)1 � u(�1)1 = 0:0629 : : : ;~U (0)1 � u(0)1 = 0:0678 : : : ; ~U (�1)1 � u(�1)1 = 0:0299 : : : :Theorem 1 can be deduced from the more precise Theorem 2, in which we give an explicitsharp upper bound for d(i)q containing �(i)q , �, and the constant ~U (i)q . LetA(0)1 = 32 ; A(�1)1 = 1; A(0)1 = 1; A(�1)1 = 12 : (7)Recall that � is de�ned in (2). Let, as usual, 1=0 =1.Theorem 2 (a) For Q 2 �,d(0)1 �  ~U (0)1 + p�(6� 4p�)3(1 �p�)2 ! �p�; (8)d(�1)1 �  ~U (�1)1 + 6p�5(1 �p�)! �; (9)d(0)1 � � ~U (0)1 + 7p�(3� 2p�)3(1�p�)2 ��; (10)d(�1)1 � � ~U (�1)1 + 8p�(2�p�)5(1 �p�)2 ��p�: (11)(b) The inequality for d(i)q given in (a) can be replaced by \�", if �! 0 and �! A(i)q .



Sharp Constants in the Poisson Approximation 4Remarks. (a) In the case � = 1, (8){(11) reduce to the trivial statement d(i)q � 1 forq 2 f1;1g and i 2 f�1; 0g.(b) For the better understanding of Theorem 2(b), we consider an example: If q = 1,i = 0, � ! 0, and �! A(i)q = A(0)1 = 1, we have sharpness of (10), i.e.d(0)1 � � ~U (0)1 + 7p�(3� 2p�)3(1 �p�)2 �� � ~U (0)1 � = 32e �:If we assume that �! 0 and �!1 instead of the conditions above, we obtain from (3) thatd(0)1 � u(0)1 � = 2�=p2�e < 3�=(2e); in the latter case, we do not have sharpness in (10).The following corollary is a consequence of the Theorems 1 and 2. Further notation isneeded. For Q = �nj=1 B(1; pj) 2 �, set p0(Q) = max1�j�n pj. Let �(r) = fQ 2 � j p0(Q) <rg, (r 2 [0; 1]). Note that �(Q) � p0(Q), giving �(r) � �(r) for all r 2 [0; 1]. For q 2 f1;1gand i 2 f�1; 0g, letU (i)q (r) = supQ2�(r) d(i)q (Q)�(i)q (Q) ; (r 2 (0; 1)); U (i)q (0) = limr#0 U (i)q (r):Corollary 1 For all q 2 f1;1g and i 2 f�1; 0g, we have U (i)q (0) = ~U (i)q .1.5 A second problem of sharp constants. The problem of sharp constants given abovehas an easier counterpart, which we now discuss in greater detail. Let us have a look at(33) in Roos (1999b). From this, it follows that, for any choice of M > 0, q 2 f1;1g, andi 2 f�1; 0g, there exists an absolute constant D = DM;q;i > 0 such that, for all Q 2 � with�2 = �2(Q) �M ,���� d(i)qw(i)q �2 � 1���� � D minf1; �g; where w(i)q = 12 k�i+21kq (12)and 1 2 RZ+ is de�ned by setting 1(0) = 1 and 1(n) = 0 for n 2 N. Observe that, as (3),(12) also holds if we permit q 2 [1;1] and i 2 f�2;�1; 0; : : :g. Since �2 � �, (12), in turn,implies that, for q 2 f1;1g and i 2 f�1; 0g, d(i)q � w(i)q �2 as � ! 0. Note that, in the case(q; i) 2 f(1;�1); (1; 0); (1;�1)g, the latter asymptotic relation can be found in Deheuvelsand Pfeifer (1986b). We havew(0)1 = 1; w(�1)1 = 12 ; w(0)1 = 2; w(�1)1 = 1: (13)In view of (12), we see that limr#0 � supQ2�; �(Q)<r d(i)q (Q)�2(Q) � = w(i)q : (14)Equality (14) can be compared with the equalities given in (5), Theorem 1, and Corollary 1.The following proposition is an easy consequence of (1), (12), and (13) and gives an explicitsharp upper bound for d(i)q containing �2 and the constant w(i)q .Proposition 2 For Q 2 �, q 2 f1;1g, and i 2 f�1; 0g, we haved(i)q � w(i)q �2: (15)If �! 0, all inequalities in (15) and in (1) can be replaced by \�".



Sharp Constants in the Poisson Approximation 5Remark. In the case (q; i) 2 f(1;�1); (1; 0); (1;�1)g, (15) is already known (see Le Cam(1960) for (q; i) = (1; 0), Ser
ing (1978) for (q; i) 2 f(1; 0); (1;�1)g and Deheuvels etal. (1988) for (q; i) = (1;�1)). It should be mentioned that Ser
ing (1978, p. 573) pointedout that (15) with (q; i) = (1;�1) is due to D. J. Daley. Note that in Ser
ing (1978, p. 570),the basic idea was to use the subadditivity property of d(0)1 and d(�1)1 . This method canbe applied to each d(i)q . Indeed all d(i)q are subadditive, which can immediately be shown.Hence it can be used that, for Q = �nj=1 B(1; pj) 2 �, q 2 f1;1g, and i 2 f�1; 0g,d(i)q (Q) � Pnj=1 d(i)q (B(1; pj)). Now it su�ces to show the following elementary relations(see Ser
ing (1978, (4.1) and (5.2)) for the �rst two):d(0)1 (B(1; pj)) = 2pj(1� e�pj ) � 2p2j ; d(�1)1 (B(1; pj)) = e�pj � 1 + pj � p2j2 ;d(�1)1 (B(1; pj)) = 2(e�pj � 1 + pj) � p2j ; d(0)1 (B(1; pj)) = pj(1� e�pj ) � p2j :Observe that, in the present paper, the proof of (1) and hence the proof of (15) does not needthe subadditivity property of the distances d(i)q .2 Remaining proofsProof of Proposition 1. Let Q 2 �. We show that (a) 2d(�1)1 � d(�1)1 , (b) d(0)1 =2 � 2d(�1)1 ,(c) d(�1)1 = 2d(�2)1 , and (d) 2d(�2)1 = �2. Let � = [fQ � �(�; �)] 2 RZ+ . Since the meanof Q and P(�) coincide, we have P1k=0��1�(k) = 0, and therefore, letting K+ = fk 2Z+ j��1�(k) � 0g and K� = Z+ n K+, we obtain Pk2K+ ��1�(k) = �Pk2K���1�(k).Now we can show (a):2d(�1)1 = 2 supk2Z+ j��1�(k)j � 2 supK�Z+ ���� Xk2K��1�(k)���� = 2 Xk2K+��1�(k)= Xk2K+��1�(k)� Xk2K���1�(k) = Xk2Z+ j��1�(k)j = d(�1)1 :For (b){(d), we proceed with an argument of Daley and Vere{Jones (1988, p. 298), whoproved (b): There exist k0 = k0(Q) and k1 = k1(Q) in Z+ with k0 � k1 such thatfk 2 Z+ j �(k) � 0g = fk0; : : : ; k1g: (16)Indeed, this can be shown by means of Newton's inequality (see Hardy, Littlewood, andP�olya (1952, pp. 104{105). From � > 0 it easily follows that �(0) < 0 and hence k0 � 1. Weobtain the known result (b):12d(0)1 = k1Xk=k0 �(k) = ��1�(k0 � 1)���1�(k1) � 2k��1�k1 = 2d(�1)1 :Further, in view of (16), we see that(i) ��1�(k) > 0 for all k 2 f0; : : : ; k0 � 1g,(ii) ��1�(k + 1) � ��1�(k) , k0 � 1 � k � k1 � 1, and(iii) ��1�(k) < 0 for all k 2 fk1; k1 + 1; : : :g.Therefore k2 = k2(Q) 2 fk0 � 1; : : : ; k1 � 1g exists such thatK+ = fk 2 Z+ j��1�(k) � 0g = f0; : : : ; k2g: (17)



Sharp Constants in the Poisson Approximation 6Since P1k=0��1�(k) = 0, we have ���2�(k) = Pkj=0��1�(j) � 0 for all k 2 Z+. Hence,(17) leads to (c):d(�1)1 = 1Xk=0 j��1�(k)j = k2Xk=0��1�(k)� 1Xk=k2+1��1�(k) = 2 k2Xk=0��1�(k)= 2 supj2Z+ ���� jXk=0��1�(k)���� = 2k��2�k1 = 2d(�2)1 :Further, it is now an easy task to verify that (d) holds:d(�2)1 = 1Xk=0 j��2�(k)j = 1Xk=0 kXj=0��1�(j) = �12 1Xm=0m(m� 1)�(m) = �22 :The proposition is proved.The proofs of Theorems 1 and 2 require sharp estimates of the norms k�2+i�(�; t)kq forq 2 f1;1g, i 2 f�1; 0g, and t 2 (0;1). The following three lemmas are necessary. Let uswrite �k�(m; t) = (�k�(�; t))(m) for k;m 2 Z+ and t 2 (0;1).Lemma 1 Let t 2 (0;1) and k;m 2 Z+. If k +m � 1, thenk�k�(�; t)k1 � 2k+1 �k+2m�k + 2m4te �(k+2m+1)=2 + 2k� mXj=1 �((k + 2j � 1)=2)(2t)(k+2j�1)=2 ; (18)where �j = 2�1pe(1 +p�=(2j)), (j 2 N).Proof. For t 2 (0;1) and k 2 Z+, let 
k(t) = R �=20 exp(�2t sin2 x) sink x dx. First we willshow that, for t 2 (0;1) and k;m 2 Z+,
k(t) � 
k+2m(t) + 12 mXj=1 �((k + 2j � 1)=2)(2t)(k+2j�1)=2 : (19)For m = 0, (19) is clear. Let us now consider the case m = 1. Using the equality sin2 x +cos2 x = 1, (x 2 R), we obtain, for t 2 (0;1) and k 2 Z+,
k(t) = 
k+2(t) + Z �=20 exp(�2t sin2 x) sink x cos2 x dx:Substituting y = 2t sin2 x, the latter integral is equal to12(2t)(k+1)=2 Z 2t0 e�y y(k�1)=2r1� y2t dy � �((k + 1)=2)2(2t)(k+1)=2 ;completing the proof of (19) for m = 1. Now it is easy to show (19) by induction over m. Toprove (18), we use (19) and Shorgin's (1977, proof of Lemma 6) inequalitiesk�k�(�; t)k1 � 2k+1� 
k(t); (t 2 (0;1); k 2 Z+); (20)
k(t) � �k �� k4te�(k+1)=2; (t 2 (0;1); k 2 N): (21)



Sharp Constants in the Poisson Approximation 7Note that (20) can be veri�ed with complex analysis. Indeed, it is easy to see that1Xl=0�k�(l; t) zl = exp(t(z � 1))(z � 1)k; (z 2 C; t 2 (0;1); k 2 Z+)and, by Cauchy's theorem, we are led to (20)k�k�(�; t)k1 = supl2Z+ j�k�(l; t)j = supl2Z+ 12� ���� Z ��� e�ilx exp(t(eix � 1))(eix � 1)k dx����� 12� Z ��� ��� exp(t(eix � 1))��� ���eix � 1���k dx = 2k+1� 
k(t):Here, i denotes the imaginary unit in C. Now we obtain, for t 2 (0;1), k;m 2 Z+ withk +m � 1, the following inequalitiesk�k�(�; t)k1 � 2k+1� 
k(t) � 2k+1� �
k+2m(t) + 12 mXj=1 �((k + 2j � 1)=2)(2t)(k+2j�1)=2 �� 2k+1� ��k+2m ��k + 2m4te �(k+2m+1)=2 + 12 mXj=1 �((k + 2j � 1)=2)(2t)(k+2j�1)=2 �;giving the assertion.For t 2 [0;1) and m 2 Z+, let Lm(t) = (m� t)�(m; t). Here and throughout the paper,we let 00 = 1, leading to Lm(0) = m(0m=m!)e�0 = 0 for all m 2 Z+.Lemma 2 For t 2 [0;1) and m 2 N,�1e � L0(t) � 0; �0:31 � L1(t) � 0:17; �0:3 � L2(t) � 0:19; (22)� exp� 12pm� � p2�eLm(t) exp� 112m+ 1� � exp�� 14pm+ 1=4�: (23)In particular, for all t 2 [0;1) and m 2 Z+, we have jLm(t)j � 1=e.Proof. By easy calculus, we get, for m 2 Z+,supt2[0;1)Lm(t) = Lm(r�m) � 0; inft2[0;1)Lm(t) = Lm(r+m) < 0;r�m = �rm+ 14 � 12�2 = m+ 12 �rm+ 14 ;leading to Lm(r+m) � Lm(t) � Lm(r�m); (t 2 [0;1); m 2 Z+): (24)Considering m 2 f0; 1; 2g, we obtain (22). For the proof of (23), let m 2 N and s�m =�(m � r�m) = pr�m. Then s�m 2 (0; pm), s+m 2 (pm; 1), m = s�m(s�m � 1) and, usingStirling's formula [see Feller (1968, page 54)]m! = p2�mm+1=2 e#(m)�m; 112m+ 1 � #(m) � 112m; (25)



Sharp Constants in the Poisson Approximation 8we get Lm(r�m) = (m� r�m) e�r�m (r�m)mm! = �s�m e�r�m (s�m)2mp2�mm+1=2 e#(m)�m= � 1p2��(s�m)2m �m+1=2 exp(�s�m � #(m)): (26)Using the inequality [see Mitrinovi�c (1970, 3.6.18)]log(�) � max�2(� � 1)� + 1 ; � � 1p� �; (� 2 (0;1));it is easy to show that�m+ 12� log�(s�m)2m � � �m+ 12�2((s�m)2 �m)(s�m)2 +m = (2m+ 1)(1=2 �pm+ 1=4)2m+ 1=2�pm+ 1=4= � 2m+ 12pm+ 1=4 = �rm+ 14 � 14pm+ 1=4 = �s�m � 12 � 14pm+ 1=4and �m+ 12� log�(s+m)2m � � �m+ 12�(s+m)2 �ms+mpm = �m+ 12� s+ms+mpm= pm+ 12pm � rm+ 14 + 12pm � s+m � 12 + 12pm:If we combine these inequalities with (24), (25), and (26), we obtain, for t 2 [0;1) andm 2 N, Lm(t) � Lm(r�m) = 1p2��(s�m)2m �m+1=2 exp(s�m � #(m))� 1p2�e exp�� 14pm+ 1=4 � 112m+ 1�;Lm(t) � Lm(r+m) = � 1p2��(s+m)2m �m+1=2 exp(�s+m � #(m))� � 1p2�e exp� 12pm � 112m+ 1�:Therefore (23) is valid. Now, we prove the rest of the assertion. From (22) and (23) we easilyobtain, for all t 2 [0;1) and m 2 Z+, Lm(t) � 1=p2�e � 1=e = 0:3678 : : : : If t 2 [0;1) andm 2 f0; 1g, (22) yields �Lm(t) � 1=e and, in the case m 2 f2; 3; : : :g, (23) leads to�Lm(t) � 1p2�e exp� 12pm� � 1p2�e exp� 12p2� � 0:35 � 1e :The lemma is proved.For x 2 R, let bxc; dxe 2 Z be de�ned by x� 1 < bxc � x � dxe < x+ 1.Lemma 3 For t 2 (0;1), k��(�; t)k1 � r 2te ; (27)



Sharp Constants in the Poisson Approximation 9k��(�; t)k1 � 1te ; (28)k�2�(�; t)k1 � 3te ; (29)k�2�(�; t)k1 � � 32te�3=2: (30)In (27), (28), (29), (30) equality holds, respectively, for t = 1=2, t = 1, t = 1, t = 3=2.Proof. Ad (27): This was shown by Deheuvels and Pfeifer (1988) [see also Deheuvels andPfeifer (1986a, b)]. They also proved the identityk��(�; t)k1 = 2e�t tbtcbtc! ; (t 2 (0;1)): (31)Ad (28): Deheuvels and Pfeifer (1986b) proved thatk��(�; t)k1 = 1t maxfLb+(t)(t); �Lb�(t)(t)g; (t 2 (0;1)); (32)where b�(t) = bt+ 1=2�pt+ 1=4c. Now, (28) follows from Lemma 2.Ad (29): Deheuvels and Pfeifer (1986a) proved thatk�2�(�; t)k1 = 2t [Lb+(t)(t)� Lb�(t)(t)]; (t 2 (0;1)); (33)where b�(t) is de�ned as in the proof of (28). If b�(t) � 5, then b+(t) � 5 and (29)immediately follows from Lemma 2:k�2�(�; t)k1 � 2tp2�e�1 + exp� 12p5�� � 1:09t � 3te = 1:10 : : :t :It remains to prove (29) in the case 0 � b�(t) � 4. Easy calculations show that, for t 2 (0;1)andm 2 Z+, b�(t) = m if and only if t 2 [m�pm; m+1�pm+ 1). Therefore, 0 � b�(t) � 4if and only if (b�(t); b+(t)) 2 I, whereI = f (0; 1); (0; 2); (0; 3); (1; 4); (1; 5); (2; 5); (2; 6); (2; 7); (3; 7); (3; 8); (4; 9); (4; 10) g:Indeed, this follows fromb�(t) = 0 , t 2 [0; 2 �p2) [ [2�p2; 3�p3) [ [3�p3; 4�p4), b�(t) = 0 and b+(t) 2 f1; 2; 3g;b�(t) = 1 , t 2 [4�p4; 5�p5) [ [5�p5; 2 +p2), b�(t) = 1 and b+(t) 2 f4; 5g;b�(t) = 2 , t 2 [2 +p2; 6�p6) [ [6�p6; 7�p7) [ [7�p7; 3 +p3), b�(t) = 2 and b+(t) 2 f5; 6; 7g;b�(t) = 3 , t 2 [3 +p3; 8�p8) [ [8�p8; 9�p9), b�(t) = 3 and b+(t) 2 f7; 8g;b�(t) = 4 , t 2 [9�p9; 10 �p10) [ [10�p10; 5 +p5), b�(t) = 4 and b+(t) 2 f9; 10g:



Sharp Constants in the Poisson Approximation 10If (b�(t); b+(t)) = (0; 3), then t 2 [3�p3; 2) andk�2�(�; t)k1 = 2t [L3(t)� L0(t)] = e�t3 (�t3 + 3t2 + 6) � 3te ;which can directly be shown. The remaining 11 cases for (b�(t); b+(t)) can be treated using(24): k�2�(�; t)k1 = 2t [Lb+(t)(t)� Lb�(t)(t)] � 2t [Lb+(t)(r�b+(t))� Lb�(t)(r+b�(t))] � 3te ;where r�m, (m 2 Z+) is de�ned as in the proof of Lemma 2. The latter inequality canimmediately be veri�ed by inserting the values of (b�(t); b+(t)) 2 I n f(0; 3)g. Inequality (29)is proved.Ad (30): If t � 29, then (30) follows from (18) with m = 3 and k = 2:k�2�(�; t)k1 � 1t3=2 �4pe�1 +r �16��2e�9=2 1t3 + 4� 3Xj=1 �(j + 1=2)2j+1=2 tj�1 � � 0:40981t3=2 � � 32te�3=2:It remains to show (30) in the case t 2 (0; 29). As proved in Roos (1995, Lemma 2.3),k�2�(�; t)k1 = max1�j�3 j�2�(bxj(t)c; t)j; (t 2 (0;1)); (34)where 0 < x1(t) < x2(t) < x3(t) are the real zeros of the 3rd Charlier polynomial c3(x; t) =x3 � 3(t+ 1)x2 + (3t2 + 3t+ 2)x� t3. For t 2 (0;1), lety1(t) = t+ 1�p3t+ 1; y2(t) = t+ 76 �r3t+ 1112 ; y3(t) = t+ 23 ;y4(t) = t+ 1; y5(t) = t+ 1 +p3t+ 1; y6(t) = t+ 76 +r3t+ 1112 :Then it is easy to show that yj(t) < yj+1(t) for all 1 � j � 5 andxj(t) 2 (y2j�1(t); y2j(t)); y2j(t)� y2j�1(t) � 1=3; (1 � j � 3): (35)Indeed the �rst relation in (35) follows from the observation thatc3(yj(t); t) = �t < 0; (j 2 f1; 4; 5g) and c3(yj(t); t) = 827 > 0; (j 2 f2; 3; 6g):This yields k�2�(�; t)k1 = max1�j�6 j�2�(byj(t)c; t)j, (t 2 (0; 1)). For t 2 (0; 29), we haveyj(t) � 39:6 for all 1 � j � 6 and therefore, by using some calculus,t3=2k�2�(�; t)k1 = max0�m�39 t3=2j�2�(m; t)j � max0�m�39 maxs2(0;1) s3=2j�2�(m; s)j � � 32e�3=2;completing the proof of (30).The indicated sharpness of the inequalities (27){(30) is easily veri�ed by using (31){(34).Remark. The formulas (31){(34) for the norms k�k�(�; t)kq , (q 2 f1;1g, k 2 f1; 2g) givenin the proof of Lemma 3 can also be obtained from a more general result (see Roos (1999b,Corollaries 1, 2)). For a precise statement, we need some preparations. Letck(x; t) = kXj=0 kj! xj!j! (�t)k�j ; (t; x 2 R; k 2 Z+)



Sharp Constants in the Poisson Approximation 11denote the Charlier polynomial of degree k. Observe that�k�(m; t) = 1tk �(m; t) ck(m; t); (t 2 (0;1); k;m 2 Z+); (36)(see, for example, Roos (1999b, formula (6))). From the theory of orthogonal polynomials itis known that the zeros of the Charlier polynomials ck(x; t), (k 2 N, t 2 (0;1)), are real,simple, and located in the interval (0;1). The result is now as follows: If k 2 Z+, t 2 (0;1),and 0 < x1(t) < : : : < xk+1(t) denote the zeros of ck+1(x; t), thenk�k�(�; t)k1 = max1�j�k+1 j�k�(bxj(t)c; t)j; (37)k�k+1�(�; t)k1 = 2���� k+1Xj=1(�1)j�k�(bxj(t)c; t)���� = 2 k+1Xj=1 j�k�(bxj(t)c; t)j: (38)Note that the identities (37) and (38) explain the connection between the formulas fork��(�; t)k1 and k�2�(�; t)k1 given in the proof of Lemma 3 (see (32) and (33)).Proof of Theorem 2. Let q 2 f1;1g and i 2 f�1; 0g. We may assume that Q 2 �(1).Using Theorem 2 in Roos (1999b) with the parameters t = �, k = 0, s = 2, and j = 1, weobtain d(i)q = H +R, whereH = �22 k�i+2�(�; �)kq; jRj � 1 +p�=221�1=q (i+ 3)da+1=qe�a�1=q 1Xj=i+3 �(j�i)=2�a jda+1=qe;and a = a(i)q = (i+ 1)=2� 1=(2q). Applying Lemma 3, we are led to (8){(11). Now we provethe sharpness of the inequalities. From (33) in Roos (1999b) it follows that, for any choice ofM > 0, q 2 f1;1g, and i 2 f�1; 0g, there exists an absolute constant B = BM;q;i > 0 suchthat, for all Q 2 � with �2 = �2(Q) �M ,���� d(i)q�2k�2+i�(�; A(i)q )kq=2 � 1���� � B��3�2 + �2 + j��A(i)q j� � B(1 +pM)(p�2 + j��A(i)q j);since �3 � �3=22 . Therefore, if � ! A(i)q and � ! 0, we also have �2 ! 0, and letting a asabove, d(i)q � �22 k�2+i�(�; A(i)q )kq � 12(A(i)q )a+1k�2+i�(�; A(i)q )kq ��a = ~U (i)q �(i)q :For the latter equality, we used (6), (7), and Lemma 3. Hence inequalities (8){(11) are sharp.The proof is completed.Proof of Theorem 1. We show U (i)q (0) = ~U (i)q by proving \�" and \�" separately. In viewof (8){(11), de�ne, for r 2 (0; 1),h(0)1 (r) = pr(6� 4pr)3(1 �pr)2 ; h(�1)1 (r) = 6pr5(1�pr) ;h(0)1 (r) = 7pr(3� 2pr)3(1�pr)2 ; h(�1)1 (r) = 8pr(2�pr)5(1 �pr)2 :Now we obtain, for q 2 f1;1g and i 2 f�1; 0g,U (i)q (0) = limr#0 � supQ2�(r) d(i)q (Q)�(i)q (Q)� � limr#0 � supQ2�(r) h ~U (i)q + h(i)q (�(Q))i� � ~U (i)q :



Sharp Constants in the Poisson Approximation 12It remains to show \�". For n 2 f3; 4; : : :g, q 2 f1;1g, and i 2 f�1; 0g, let Qn;q;i =B(n;A(i)q =n) be the binomial distribution with parameters n and A(i)q =n. Here �(Qn;q;i) =A(i)q =n � 3=(2n) � 1=2, i.e. Qn;q;i 2 �(2A(i)q =n). Now Theorem 2(b) tells us that d(i)q (Qn;q;i) �~U (i)q �(i)q (Qn;q;i) as n!1. HenceU (i)q (0) = limr#0 � supQ2�(r) d(i)q (Q)�(i)q (Q)� = limn"1� supQ2�(2A(i)q =n) d(i)q (Q)�(i)q (Q)� � limn"1 d(i)q (Qn;q;i)�(i)q (Qn;q;i) = ~U (i)q :(39)The theorem is proved.Proof of Corollary 1. As in the proof of Theorem 1, the equality asserted is shown byproving \�" and \�" separately. Since �(r) � �(r) for all r 2 [0; 1], \�" follows fromTheorem 1:U (i)q (0) = limr#0 � supQ2�(r) d(i)q (Q)�(i)q (Q)� � limr#0 � supQ2�(r) d(i)q (Q)�(i)q (Q)� = U (i)q (0) = ~U (i)q :The proof of \�" was substantially done in the proof of Theorem 1: In (39) one has toconsider � instead of �. Further, note that p0(Qn;q;i) = A(i)q =n.3 Concluding remarkIn Roos (1998, Lemma 5, Theorem 2) an inequalityk�k�(�; t)k1 � �� kte�(k+1)=2; (t 2 (0;1); k 2 N)was used, where � 2 (0;1) is an absolute constant independent of k and t. From (20)and (21) it follows, that we can choose � = �1. In Roos (1998), it was also claimed without aproof that � can be replaced with �4 = 2�1pe(1+p�=8). Now this assertion can be checked.In the case k 6= 3, we argue with (20), (21), and the inequalities in Lemma 3. In particular,we use the fact that �k is decreasing in k. Let us now consider the case k = 3. For t largeenough, we obtain the assertion from Lemma 1 with m = 1: Indeed, for t � 2:009,t2k�3�(�; t)k1 � 2� + 125(1 +p�=10)8e5=2 t � 1:6329 � �4�3e�2 = 1:633 : : : :For t 2 (0; 2:009), we must work harder: Using Corollary 1 in Roos (1999b) (see (37) ofthe present paper), we have k�3�(�; t)k1 = max1�j�4 j�3�(bxj(t)c; t)j for t 2 (0;1), where0 < x1(t) < : : : < x4(t) are the zeros of the 4th Charlier polynomialc4(x; t) = x4 � (4t+ 6)x3 + (6t2 + 12t+ 11)x2 � (4t3 + 6t2 + 8t+ 6)x+ t4:Now let z1(t) = t+ 1�q(3 +p6)t+ 1; z2(t) = t+ 2�q(3 +p6)t+ 1;z3(t) = t+ 12 �r(3�p6)t+ 14 ; z4(t) = t+ 32 �r(3�p6)t+ 14 ;



Sharp Constants in the Poisson Approximation 13z5(t) = t+ 12 +r(3�p6)t+ 14 ; z6(t) = t+ 32 +r(3�p6)t+ 14 ;z7(t) = t+ 32 +r(3 +p6)t+ 14 ; z8(t) = t+ 52 +r(3 +p6)t+ 14 ;~zj(t) = zj(t) for j 2 f1; 4; 5; 6; 7; 8g;~z2(t) = minfz2(t); z3(t)g; ~z3(t) = maxfz2(t); z3(t)g:Using some straightforward calculus, one can show that ~zj(t) � ~zj+1(t) for all 1 � j � 7 andxj(t) 2 (~z2j�1(t); ~z2j(t)); 0 < ~z2j(t)� ~z2j�1(t) � 1; (1 � j � 4): (40)The �rst relation in (40) follows from the fact thatc4(zj(t); t) > 0; (j 2 f1; 4; 5; 8g) and c4(zj(t); t) < 0; (j 2 f2; 3; 6; 7g):Hencek�3�(�; t)k1 = max1�j�8 j�3�(bzj(t)c; t)j = max0�j�bz8(t)c j�3�(j; t)j; (t 2 (0;1)): (41)By using (36) and (41), it is easy to show that k�3�(�; t)k1 = e�t(3 � t) for t 2 (0; 2], fromwhich the assertion follows for t 2 (0; 2]. The remaining case t 2 (2; 2:009) can be treated byusing (41) directly.AcknowledgementThis paper is based on parts of the authors Ph.D. thesis written at the University of Oldenburgin 1996 under the supervision of Professor Dietmar Pfeifer, to whom the author is grateful forhis guidance and a number of helpful discussions. The author would like to thank the refereefor his valuable and stimulating comments, which led to an improvement of the paper.References[1] Barbour, A.D. and P. Hall (1984), On the rate of Poisson convergence,Math. Proc. Camb. Philos.Soc. 95, 473{480.[2] Charlier, C.V.L. (1905), Die zweite Form des Fehlergesetzes, Ark. Mat. Astr. Fys. 2,15, 1{8.[3] Daley, D.J. and D. Vere{Jones (1988), An Introduction to the Theory of Point Processes, NewYork: Springer Verlag.[4] Deheuvels, P., A. Karr, D. Pfeifer and R. Ser
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